1. Introduction

The identification of causal relationships is an important part of scientific research and essential for understanding the consequences when moving from empirical findings to actions. At the same time, the notion of causality has shown to be evasive when trying to formalize it. Among the many properties a general definition of causality should or should not have, there are two important aspects that are of practical relevance:

Temporal precedence: causes precede their effects;
Physical influence: manipulation of the cause changes the effects.

The second aspect is central to most of the recent literature on causal inference (e.g. Pearl 2000, Lauritzen 2001, Dawid 2002, Spirtes et al. 2001), which is also demonstrated by the previous chapters in this book. Here, causality is defined in terms of the effect of interventions, which break the symmetry of association and thus give a direction to the association between two variables.

In time series analysis, most approaches to causal inference make use of the first aspect of temporal precedence. One the one hand, controlled experiments are often not feasible in many time series applications and researchers may be reluctant to think in these terms. On the other hand, temporal precedence is readily available in time series data.

Among these approaches, the definition introduced by Granger (1969, 1980, 1988) is probably the most prominent and most widely used concept. This concept of causality does not rely on the specification of a scientific model and thus is particularly suited for empirical investigations of cause-effect relationships. On the other hand, it is commonly known that Granger causality basically is a measure of association between the variables and thus can lead to so-called spurious causalities if important relevant variables are not included in the analysis (Hsiao 1982). Since in most analyses involving time series data the presence of latent variables that affect the measured components cannot be ruled out, this raises the question whether and how the causal structure can be recovered from time series data.

The objective of this chapter is to embed the concept of Granger causality in the broader framework of modern graph-based causal inference. It is based on a series of papers by the author (Eichler 2007, 2006, 2005, 2009, 2010, Eichler and Didelez 2007, 2010). We start in Section 2 by comparing four possible definitions of...
causality that have been used in the context of time series. In Section 3, we sketch approaches for representing the dependence structure of a time series graphically. Furthermore, we discuss in more detail Markov properties associated with Granger causality as these are most relevant for the purpose of this chapter. This is continued in Section 4, where graphical representation of systems with latent variables are considered. Section 5 covers the identification of causal effects from observational data while Sections 6 and 7 present approaches for learning causal structures based on Granger-causality. Section 8 concludes.

2. Causality for time series

Suppose that \( X = (X_t)_{t \in \mathbb{Z}} \) and \( Y = (Y_t)_{t \in \mathbb{Z}} \) are two stationary time series that are statistically dependent on each other. When is it justified to say that the one series \( X \) causes the other series \( Y \)? Questions of this kind are important when planning to devise actions, implementing new policies, or subjecting patients to a treatment. Nonetheless, the notion of causality has been evasive and formal approaches to define causality have been much debated and criticised. In this section, we review four approaches to formalize causality in the context of multivariate time series. We start by introducing some notation that we will use throughout this chapter.

Consider a multivariate stationary time series \( X = (X_t)_{t \in \mathbb{Z}} \) consisting of random vectors \( X_t = (X_{1,t}, \ldots, X_{n_x,t})' \) defined on a joint probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The history of \( X \) up to time \( t \) will be denoted by \( X^t = (X_s, s \leq t) \); furthermore, \( \sigma\{X^t\} \) denotes the corresponding \( \sigma \)-algebra generated by \( X^t \). The \( \sigma \)-algebra \( \sigma\{X^t\} \) represents the information that is obtained by observing the time series \( X \). Finally, for every \( 1 \leq a \leq n_x \), we decompose \( X_t \) into its \( a \)-th component \( X_{a,t} \) and all other components \( X_{a',t} \).

2.1. Intervention causality

The previous chapters of this book have shown how important and fruitful the concept of interventions has been for the understanding of causality. This approach formalizes the understanding that causal relationships are fundamental and should persist if certain aspects of the system are changed. In the context of time series, this idea of defining a causal effect as the effect of an intervention in such a system as has first been proposed by Eichler and Didelez (2007).

We start by introducing the concept of intervention indicators already seen in Chapters 3, 4, 14 and 16 of this book. Such indicators allow us to distinguish formally between the “natural” behaviour of a system and its behaviour under an intervention (e.g. Pearl 1993, 2000, Lauritzen 2001, Dawid 2002, Spirtes et al. 2001).

**Definition 2.1 (Regimes).** Consider a set of indicators \( \sigma = \{\sigma_t; t \in \tau\} \) denoting interventions in \( X_t \) at points \( t \in \tau \) in time. Each \( \sigma_t \) takes values in some set \( S \) augmented by one additional state \( \emptyset \). Different values of \( \sigma \) indicate different distributions of the time series \( V_t = (X_t, Y_t, Z_t) \) in the following way.

(i) *Idle Regime:* if \( \sigma_t = \emptyset \) no intervention is performed and the process \( X_t \) arise naturally. The corresponding probability measure will be denoted as \( \mathbb{P}_{\sigma_t=\emptyset} \) (often abbreviated to \( \mathbb{P}_\emptyset \) or even just \( \mathbb{P} \)). This regime is also called the *observational regime.*
(ii) Atomic interventions: here $\sigma_t$ takes values in the domain of $X_t$ such that $\sigma_t = x^*$ means we intervene and force $X_t$ to assume the value $x^*$. Hence $P_{\sigma_t=x^*}$ (or shorter $P_{x^*}$) denotes the probability measure under such an atomic intervention with
\[
P_{\sigma_t=x^*}(X_t = x | V^{t-1}) = \delta_{\{x^*\}}(x),
\]
where $\delta_A(x)$ is one if $x \in A$ and zero otherwise.

(iii) Conditional intervention: here $S$ consists of functions $g_{x,t}(C^{t-1})$, where $C$ is a subseries of the process $V$, such that $\sigma_t = g$ means $X_t$ is forced to take on a value that depends on past observations $C^{t-1}$. With $P_{\sigma_t=g}$ denoting the distribution of the time series $V$ under such a conditional intervention, we have
\[
P_{\sigma_t=g}(X_t = x | V^{t-1}) = P_{\sigma_t=g}(X_t = x | C^{t-1}) = \delta_{\{g_{x,t}(C^{t-1})\}}(x).
\]

(iv) Random intervention: here $S$ consists of distributions meaning that $X_t$ is forced to arise from such a distribution, that is, the conditional distribution $P_{\sigma_t=s}(X_t | V^{t-1})$ is known and possibly a function of $C^{t-1}$ for a subseries $C$ of $V$.

With this definition, we are considering a family of probability measures $P_\sigma$ on $(\Omega, \mathcal{F})$ indexed by the possible values that $\sigma$ can take. While $P = P_{\sigma=\emptyset}$ describes the natural behaviour of the time series under the observational regime, any implementation of an intervention strategy $\sigma = s$ will change the probability measure to $P_{\sigma=s}$. We note that the assumption of stationarity is only made for the natural probability measure $P$. In the following, we write $E_{\emptyset}$ (or shorter just $E$) and $E_{\sigma=s}$ to distinguish between expectations with respect to $P_{\emptyset}$ and $P_{\sigma=s}$; the shorthand $P_s$ and $E_s$ is used when it is clear from the context what variables are intervened in.

One common problem in time series analysis is that controlled experiments cannot be carried out. Therefore, in order to assess the possible success of a meditated intervention, the effect of this intervention must be predicted from data collected under the observational regime. This is only possible if the intervention affects only the distribution of the target variable $X_t$ at times $t \in \tau$ according to Definition 2.1 (ii)-(iv) whereas all other conditional distributions remain the same as under the idle regime. To formalize this invariance under different regimes, we say that a random variable $Y$ is independent of $\sigma_t$ conditionally on some $\sigma$-algebra $\mathcal{H} \subseteq \mathcal{F}$ if the conditional distributions of $Y$ given $\mathcal{H}$ under the probability measures $P_{\sigma_t=s}$ and $P_{\emptyset}$ are almost surely equal for all $s \in S$. With this notation, the required link between the probability measures $P$ and $P_\sigma$ under the observational and the interventional regime, respectively, is established by the following assumptions, which are analogous to those of (extended) stability in Dawid and Didelez (2005). See also Chapter 8 by Berzuini, Dawid and Didelez for a discussion of this issue.

Assumptions (Stability). Let $V = (X, Y, Z)$ be a multivariate time series that is stationary under the idle regime. The interventions $\sigma = \{\sigma_t, t \in \tau\}$ from Definition 2.1 are assumed to have the following properties.

(1) for all $t \notin \tau$: $V_t \perp \sigma | V^{t-1}$;
(2) for all $t \in \tau$: $V_t \perp \{\sigma_{t'} | t' \in \tau, t' \neq t\} | V^{t-1}, \sigma_t$;
(3) for all $t \in \tau$: $Y_t, Z_t \perp \sigma_t | V^{t-1}$;
(4) for all $t \in \tau$ and all $a = 1, \ldots, n_x$: $X_{a,t} \perp X_{-a,t}, \sigma_{-a,t} | V^{t-1}, \sigma_{a,t} = s$. 


When working with such (conditional) independence relations, it is important to remember that the intervention indicators $\sigma_t$ are not random variables and that the above notion of independence—although being one of statistical independence—is not symmetric. For a more detailed discussion of conditional independence involving non-random quantities we refer to Dawid (2002) and Chapter 4 of this book.

With the above assumptions the distribution of the time series $V = (X, Y, Z)$ under the interventional regime is fully specified by its natural distribution described by $P = P_0$ and the conditional distributions given in Definition 2.1 (ii)–(iv) under the chosen intervention. As it is usually not possible or feasible to collect data under the interventional regimes, all model assumptions such as stationarity are supposed to apply to the idle regime.

In the case of a single intervention, that is, in one variable at one point in time, the above assumptions (I1) to (I3) simplify to

$$X^{t-1}, Y^t, Z^t \perp \perp \sigma_t \quad (2.1)$$

and

$$\{X_{t'}, Y_{t'}, Z_{t'} | t' > t\} \perp \perp \sigma_t | X^t, Y^t, Z^t. \quad (2.2)$$

Let us now consider effects of interventions. In general, this can be any function of the post-intervention distribution of $\{V_{t'} | t' > t\}$ given an individual intervention $\sigma_t = s$, for instance. It will often involve the comparison of setting $X_t$ to different values, e.g. setting $X_t = x^*$ as compared to setting it to $X_t = x^0$ which could be a baseline value in some sense. One may also want to use the idle case as baseline for the comparison. Typically, one is interested in the mean difference between interventions or between an intervention and the idle case. This leads to the following definition of the average causal effect.

**Definition 2.2 (Average causal effect).** The average causal effect (ACE) of interventions in $X_{t_1}, \ldots, X_{t_m}$ according to strategy $s$ on the response variable $Y_{t'}$ with $t' > t$ is given by

$$\text{ACE}_s = E_{\sigma_t = s} Y_{t'} - E Y_{t'}. \quad (2.3)$$

In the stationary case, we may assume without loss of generality that $E Y_{t'} = 0$ and thus $\text{ACE}_s = E_{\sigma_t = s} Y_{t'}$. Furthermore, different intervention strategies can be compared by considering the difference $\text{ACE}_{s_1} - \text{ACE}_{s_2}$. Finally, we note that the effect of an intervention need not be restricted to the mean. For example, in financial time series, an intervention might aim at reducing the volatility of the stock market. In general, one can consider any functional of the post-intervention distribution $P_s(Y_{t'})$.

### 2.2. Structural causality

In a recent article, White and Lu (2010) proposed a new concept of so-called direct structural causality for the discussion of causality in dynamic structural systems. The approach is based on the assumption that the data-generating process (DGP) has a recursive dynamic structure in which predecessors structurally determine successors. For ease of notation, the following definitions are slightly modified and simplified.

Suppose that we are interested in the causal relationship between two processes, the “cause of interest” $X$ and the “response of interest” $Y$. We assume that $X$ and
Y are structurally generated as

\[ X_t = q_{x,t}(X_{t-1}, Y_{t-1}, Z_{t-1}, U^x_t) \]
\[ Y_t = q_{y,t}(X_{t-1}, Y_{t-1}, Z_{t-1}, U^y_t) \] (2.3)

for all \( t \in \mathbb{Z} \). Here, the process \( Z \) includes all relevant observed variables while the realizations of \( U = (U^x, U^y) \) are assumed to be unobserved. The functions \( q_{x,t} \) and \( q_{y,t} \) are also assumed to be unknown.

**Definition 2.3.** The process \( X \) does not directly structurally cause the process \( Y \) if the function \( q_{y,t}(x_{t-1}, y_{t-1}, z_{t-1}, u^y_t) \) is constant in \( x_{t-1} \) for all admissible values for \( y_{t-1}, z_{t-1}, \) and \( u^t \). Otherwise, \( X \) is said to directly structurally cause \( Y \).

We note that similar approaches of defining causality by assuming a set of structural equations have been considered before by a number of authors (e.g., Pearl and Verma 1991, Pearl 2000; see also Chapter 3 in this book). However, in contrast to this strand of literature, White and Lu (2010) make no reference to interventions or to graphs.

It is clear from the definition that an intervention \( \sigma_t \) on \( X_t \) results in replacing the generating equation by the corresponding equation under the interventional regime. For instance, in case of a conditional intervention, we have \( X_t = g_{x,t}(C_{t-1}) \), where the subprocess \( C \) denotes the set of conditioning variables. Consequently, as the generating equation for the response variable \( Y'_t, t' > t \), is unaffected by the intervention, we immediately obtain the following result.

**Corollary 2.4.** Suppose that \( (X, Y) \) is generated by (2.3). If \( X \) does not directly structurally cause \( Y \), then

\[ \mathbb{E}_{\sigma_t=s}(h(Y_{t+1})) = \mathbb{E}_{\emptyset}(h(Y_{t+1})) \]

for all measurable functions \( h \).

White and Lu (2010) also propose a definition of total structural causality. With this, the above corollary can be generalized to responses at arbitrary times \( t' > t \). We omit the details and refer the reader to White and Lu (2010). Furthermore, we note that the converse of the above result is generally not true. This is due to the fact that the function \( q_{y,t} \) might depend on \( x_{t-1} \) only on a set having probability zero. In that case, the dependence on \( x_{t-1} \) will not show up in the ACE.

### 2.3. Granger causality

In time series analysis, inference about cause-effect relationships is commonly based on the concept of Granger causality Granger (1969, 1980). Unlike the two previous approaches, this probabilistic concept of causality does not rely on the specification of a scientific model and thus is particularly suited for empirical investigations of cause-effect relationships. For his general definition of causality, Granger (1969, 1980) evokes the following two fundamental principles:

(i) the effect does not precede its cause in time;

(ii) the causal series contains unique information about the series being caused that is not available otherwise.

The first principle of temporal precedence of causes is commonly accepted and has been also the basis for other probabilistic theories of causation (e.g., Good 1961,
1962, Suppes 1970). In contrast, the second principle is more subtle as it requires
the separation of the special information provided by the former series \( X \) from any
other possible information. To this end, Granger considers two information sets:

(i) \( \mathcal{T}^*(t) \) is the set of all information in the universe up to time \( t \);
(ii) \( \mathcal{T}^*_X(t) \) contains the same information set except for the values of series \( X \) up
to time \( t \).

Here it is assumed that all variables in the universe are measured at equidistant
points in time, namely \( t \in \mathbb{Z} \). Now, if the series \( X \) causes series \( Y \), we expect by the
above principles that the conditional probability distributions of \( Y_{t+1} \) given the two
information sets \( \mathcal{T}^*(t) \) and \( \mathcal{T}^*_X(t) \) differ from each other. The following equivalent
formulation is chosen to avoid measure-theoretic subtleties.

**Granger’s definition of causality (1969, 1980).** The series \( X \) does not cause
the series \( Y \) if

\[
Y_{t+1} \perp \mathcal{T}^*(t) \mid \mathcal{T}^*_X(t)
\]

for all \( t \in \mathbb{Z} \); otherwise the series \( X \) is said to cause the series \( Y \).

Besides measure-theoretic subtleties and the obviously abstract nature of the set
\( \mathcal{T}^*(t) \), a problem of the above definition is whether \( \mathcal{T}^*_X(t) \) contains truely less
information than \( \mathcal{T}^*(t) \). Implicitly, such a separation of the two information sets \( \mathcal{T}^*(t) \)
and \( \mathcal{T}^*_X(t) \) seems to be based on the assumption that the universe considered is
discretized not only in time (as we consider time-discrete processes) but also in
space.

Leaving aside such theoretical problems, it is interesting to note that Granger’s
definition is also specified in terms of the DGP (cf Granger 2003) and is closely
related to the direct structural causality. Like direct structural causality, Granger’s
definition covers only direct causal relationships. For example, if \( X \) affects \( Y \) only via
a third series \( Z \), then \( \mathcal{T}^*_X(t) \) comprises the past values of \( Z \) and \( Y_{t+1} \) is independent
from the past values of \( X \) given \( \mathcal{T}^*_X(t) \). The following result by White and Lu (2010)
shows that in the absence of latent variables Granger causality can be interpreted
as direct structural causality.

**Proposition 2.5.** Suppose that \( X \) and \( Y \) are generated by the DGP in (2.3) and
assume additionally that \( U_{y,t} \perp \mathcal{T}^i \mid Y^t, U^t_X \). If \( X \) does not directly structurally cause
\( Y \), then \( Y_{t+1} \perp \mathcal{T}^i \mid Y^t, Z^t \).

Since the process \( Y_{t+1} \) is supposed to be generated solely from the variables in
\( Y^t, X^t, \) and \( Z^t \), the conditioning set coincides with \( \mathcal{T}^*_X(t) \). Thus, direct structural
noncausality implies (2.4). Like in the case of intervention causality, the converse
implication is generally untrue. As an example, suppose that the process \( Y \) is
generated by

\[
Y_t = q_t(X_{t-1}, U_{1,t}, U_{2,t}) = \frac{X_{t-1}}{\sqrt{1+X^2_{t-1}}} U_{1,t} + \frac{1}{\sqrt{1+X^2_{t-1}}} U_{2,t},
\]

while \( U_{1,t}, U_{2,t}, \) and \( X_t \) are all independent and normally distributed with mean
zero and variance \( \sigma^2 \). Furthermore, we assume that \( U_{1,t} \) and \( U_{2,t} \) are unobservable.
Then \( Y_t \mid X^{t-1} \sim \mathcal{N}(0, \sigma^2) \), which implies that \( X \) does not cause \( Y \) in the meaning
of Granger. However, this argument raises the question what information should
belong to \( \mathcal{T}^i(t) \). Namely, if we add at least one of the variables \( U_1 \) and \( U_2 \) to the
information set, \( Y_t \) becomes dependent on \( X^t \). Since \( Y_t \) is thought to be generated
by its equation, the variables \( U_{1,t} \) and \( U_{2,t} \) must exist and therefore should belong to \( \mathcal{I}^*(t) \).

If we—like White and Lu (2010)—not willing to accept \( U_{1,t} \) and \( U_{2,t} \) as separate entities that in principle should belong to \( \mathcal{I}^*(t) \), does the difference between the two definitions of causality matter in practice? We think not as the difference basically can be viewed as counterfactual. More precisely, let \( Y_t^* = q_t(x^*, U_{1,t}, U_{2,t}) \) be the value we would have got for \( Y_t \) if we had set the value of \( X_{t-1} \) to \( x^* \) (so we use the same realizations of \( U_{1,t} \) and \( U_{2,t} \)). Then \( Y_t - Y_t^* \neq 0 \) almost surely. However, this cannot be tested from data as \( Y_t^* \) is counterfactual and cannot be observed together with \( Y_t \); furthermore, the average \( \mathbb{E}(Y_t) - \mathbb{E}(Y_t^*) \) is zero.

We end our discussion of the relationship between the two concepts by remarking that White and Lu (2010) showed that Granger’s notion of causality is equivalent to a slightly weaker notion of direct almost sure causality. For further details, we refer to White and Lu (2010).

It is clear that the above definition of causality usually cannot be used with actual data. In practice, only the background knowledge available at time \( t \) can be incorporated into an analysis. Therefore, the definition must be modified to become operational. Suppose that the process \( V = (X, Y, Z) \) has been observed. Substituting the new information sets \( \sigma\{X_t, Y_t, Z_t\} \) and \( \sigma\{Y_t, Z_t\} \) for \( I_V(t) \) and \( I_{-X}(t) \), respectively, we obtain the following modified version of the above definition (Granger 1980, 1988).

**Definition 2.6 (Granger causality).** The series \( X \) is **Granger-noncausal** for the series \( Y \) with respect to \( V = (X, Y, Z) \) if

\[
Y_{t+1} \perp \perp X_t \mid Y_t, Z_t. \tag{2.5}
\]

Otherwise we say that \( X \) Granger-causes \( Y \) with respect to \( V \).

Granger (1980, 1988) used the term “\( X \) is a prima facie cause of \( Y \)” to emphasize the fact that a cause in the sense of Granger causality must be considered only as a potential cause. This, however, is not to say that the concept of Granger causality is completely useless for causal inference. Indeed, as we discuss in Section 6, it can be an essential tool for recovering (at least partially) the causal structure of a time series \( X \) if used in the right way.

Furthermore, we note that the above definition in terms of conditional independence is usually referred to as **strong Granger causality**; other existing notions are **Granger causality in mean** (Granger 1980, 1988) and **linear Granger causality** (Hosoya 1977, Florens and Mouchart 1985).

It is clear from the general definition given above that Granger intended the information to be chosen as large as possible including all available and possibly relevant variables. Despite of this, most (econometric) textbooks (e.g., Lütkepohl 1993) introduce Granger causality only in the bivariate case. This has lead to some confusion about a multivariate definition of Granger causality (e.g., Kamiński et al. 2001).

With the above definition of a causal effect in terms of interventions a first connection between Granger noncausality and the effect of an intervention can be established as follows.

**Corollary 2.7.** Consider a multivariate time series \( V = (X, Y, Z) \) and an individual intervention \( \sigma_{a}(t) = s \) satisfying (2.1) and (2.2). If \( X \) is Granger-noncausal for
Y with respect to V, that is, \( Y_{t+1} \perp \perp X_t | Y^t, Z^t \), then there is no causal effect of intervening in \( X_t \) on \( Y_{t+1} \).

The proof of the corollary, which can be found in Eichler and Didelez (2010), relies on both conditions (2.1) and (2.2), underpinning that Granger-noncausality on its own is not enough to make statements about the effect of interventions. However, we do not need the whole V to be observable in the above corollary; the system V with respect to which \( X \) is Granger-noncausal for \( Y \) can therefore include latent time series if this helps to justify the stability assumptions.

2.4. Sims causality

The econometric literature features other less well known probabilistic notions of causality that are related to Granger causality. Among these, the concept introduced by Sims (1972) seems of most interest. In contrast to Granger causality, it takes into account not only direct but also indirect causal effects. Thus it can be seen as a concept for total causality. The following definition is a slight variation proposed by Florens and Mouchart (1982).

**Definition 2.8 (Sims noncausality).** The process \( X \) is Sims-noncausal for another process \( Y \) with respect to the process \( V = (X, Y, Z) \) if

\[
\{ Y_t | t' > t \} \perp \perp X_t | X_{t-1}, Y^t, Z^t
\]

for all \( t \in \mathbb{Z} \).

Now suppose that we are interested in the causal effect of an intervention \( \sigma = s \) in \( X_t \) on \( Y_t' \) for some \( t' > t \). Let \( V = (X, Y, Z) \) be a process such that the stability assumptions (I1) to (I4) in Section 2.1 are satisfied. If \( X \) is Sims-noncausal for \( Y \) with respect to \( V \), it follows from (I1) that

\[
Y_{t+h} \perp \sigma_t, X_t | X^{t-1}, Y^t, Z^t
\]

and furthermore by (I1) and (I3)

\[
\mathbb{E}_s(g(Y_{t+h})) = \mathbb{E}_s[\mathbb{E}_s(g(Y_{t+h})|X^t, Y^t, Z^t)] = \mathbb{E}_s[\mathbb{E}_0(g(Y_{t+h})|X^{t-1}, Y^t, Z^t)] = \mathbb{E}_0(g(Y_{t+h})).
\]

This suggests the following result which relates the concepts of intervention causality and Sims causality. The details of the proof are omitted.

**Proposition 2.9.** Consider a multivariate time series \( V = (X, Y, Z) \) and an individual intervention \( \sigma_a(t) = s \) satisfying (2.1) and (2.2). Then \( X \) is Sims-noncausal for \( Y \) with respect to \( V \) if and only if the average causal effect of \( \sigma = s \) on \( g(Y_{t'}) \) is zero for all measurable functions \( g \) and all \( t' > t \).

3. Graphical representations for time series

In this section, we briefly review the two main approaches for representing dependences among multiple time series by graphs. For simplicity, we consider only the case of stationary Gaussian processes. Therefore, throughout this section, we assume that \( X = (X_t)_{t \in \mathbb{Z}} \) with \( X_t = (X_{1,t}, \ldots, X_{d,t})' \) is a stationary Gaussian process with mean zero and covariances \( \Gamma(u) = \mathbb{E}(X_t X_t') \); furthermore we make the following assumption.
Assumption 3.1. The spectral density matrix
\[ f(\lambda) = \frac{1}{2\pi} \sum_{u=\infty}^{\infty} \Gamma(u) e^{-i\lambda u} \]
of \( X \) exists, and its eigenvalues are bounded and bounded away from zero uniformly for all \( \lambda \in [-\pi, \pi] \).

This technical assumption ensures that the process has a mean-square convergent autoregressive representation
\[ X_t = \sum_{u=1}^{\infty} \Phi(u) X_{t-u} + \varepsilon_t, \quad (3.1) \]
where \( \Phi(u) \) is a square summable sequence of \( d \times d \) matrices and \( \varepsilon = (\varepsilon_t)_t \) is a Gaussian white noise process with non-singular covariance matrix \( \Sigma \).

3.1. Conditional distributions and chain graphs

The simplest approach to visualize the dependence structure of a vector autoregressive process is to construct a graph from the conditional distribution of \( X_t \) given its past values \( X^{t-1} \) for fixed \( t \). More precisely, representing the variables \( X_{a,t} \) by vertices \( a_t \), two distinct vertices \( a_t \) and \( b_t \) are connected by an undirected (dashed) edge whenever \( \Sigma_{ab} \neq 0 \). Additionally, vertices \( b_{t-k} \) represent the lagged instances \( X_{b,t-k} \) of the variable \( X_b \) and are connected to nodes \( a_t \) whenever \( \Phi_{ab}(k) \neq 0 \). Any vertices \( b_{t-k} \) for which \( \Phi_{ab}(k) = 0 \) for all \( a \) are omitted from the graph. The resulting conditional distribution graph gives a concise picture of the autoregressive structure of the process \( X \).

Example 3.2. For an illustration, we consider the trivariate process \( X \) given by
\[ X_{1,t} = \phi_{11}(1) X_{1,t-1} + \phi_{12}(2) X_{1,t-2} + \varepsilon_{1,t}; \]
\[ X_{2,t} = \phi_{21}(1) X_{2,t-1} + \phi_{22}(1) X_{1,t-1} + \phi_{23}(1) X_{3,t-1} + \varepsilon_{2,t}; \]
\[ X_{3,t} = \phi_{31}(1) X_{3,t-1} + \phi_{32}(1) X_{2,t-1} + \phi_{33}(1) X_{2,t-2} + \varepsilon_{3,t}, \]
where \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon_3 \) are white noise processes with \( \text{corr}(\varepsilon_{1,t}, \varepsilon_{3,t}) = 0 \). The corresponding conditional distribution graph is depicted in Figure 3.1.

As can be seen from the example, graphs of this type give a concise picture of the autoregressive structure of the process \( X \). The disadvantage of such graphs is that they encode only a very limited set of conditional independences. In fact, the only conditional dependences that can be derived from such graphs are concerned with the relationships among the variables \( X_{a,t} \) conditionally on the complete history.
\[ t + 1 \quad t \quad t - 1 \quad t - 2 \]

Figure 3.2. Time series chain graph for the vector autoregressive process \( X_V \) in Example 3.2.

\( X^{t-1} \) of the process. Therefore, such or similar graphs have been used mainly for investigating the causal ordering of the variables \( X_{1,t}, \ldots, X_{d,t} \) (Swanson and Granger 1997, Reale and Tunnicliffe Wilson 2001, Demiralp and Hoover 2003, Moneta and Spirtes 2006, Moneta 2007, Hyvärinen et al. 2010).

In general, we also want to be able to investigate, for instance, the conditional independences that hold among the variables of a subprocess \( Y \subseteq X \). For this, we must also include the dependences among lagged variables in the graph. This leads to graphs with an infinite number of variables \( a_t \) with \( a \in \{1, \ldots, d\} \) and \( t \in \mathbb{Z} \). Because of stationarity, edges in this graph are translation invariant and can be obtained by using the above conditional distribution graph as a blueprint. The resulting graph is called \textit{time series chain graph} (Lynggaard and Walther 1993, Dahlhaus and Eichler 2003).

While time series chain graphs (or time series DAGs in the case of structural vector autoregressions) allow a full discussion of the Markov properties that are entailed by the autoregressive structure of the process, the graphs become complicated and infeasible even for small numbers of variables unless the dependence structure is very sparse. Figure 3.2 shows the time series chain graph for the process in Example 3.2.

### 3.2. Path diagrams and Granger causality graphs

In order to avoid the complexity of time series chain graphs, Eichler (2007) proposed to consider path diagrams \( G = (V, E) \) with \( V = \{1, \ldots, d\} \) in which every vertex \( v \in V \) corresponds to one complete component series \( (X_v,t) \) while edges—arrows and lines—between vertices indicate non-zero coefficients in the autoregressive representation of the process.

**Definition 3.3 (Path diagram).** Let \( X = X_V \) be a stationary Gaussian process with autoregressive representation (3.1). Then the \textit{path diagram} associated with \( X \) is the graph \( G = (V, E) \) with vertex set \( V \) and edge set \( E \) such that for distinct vertices \( a, b \in V \)

\[ (i) \ a \to b \notin E \iff \Phi_{ba}(u) = 0 \quad \forall u \in \mathbb{N}; \]
\[ (ii) \ a \dashrightarrow b \notin E \iff \Sigma_{ab} = \Sigma_{ba} = 0. \]

This reduction in complexity compared to time series chain graphs is paid for by a loss of information. While path diagrams only encode whether or not one variable \( X_a \) depends on the past of another variables \( X_b \), the time series chain graphs additionally yields the lags at which past instances of \( X_b \) have an effect on \( X_{a,t} \). However, when concerned with problems of causal inference, algorithms for identifying causal relationships become infeasible if the level of detail is too high.
Figure 3.3. Path diagram for the vector autoregressive process $X_V$ in Example 3.2.

Therefore, path diagrams provide a reasonable compromise between time series chain graphs and even simpler graphs such as partial correlation graphs Dahlhaus (2000).

The use of path diagrams for causal inference is based on the following lemma that links edges in the graph with Granger-causal relationships between the corresponding components.

**Lemma 3.4.** Let $G = (V, E)$ be the path diagram associated with a stationary Gaussian process $X$ satisfying Assumption 3.1. Then

(i) the directed edge $a \rightarrow b$ is absent in the graph if and only if $X_a$ is Granger-noncausal for $X_b$ with respect to the full process $X$, that is, $X_{b,t+1} \indep X^t | X^t_{-a}$.

(ii) the undirected edge $a \leftrightarrow b$ is absent in the graph if and only if $X_a$ and $X_b$ are not contemporaneously correlated with respect to the full process, that is, $X_{a,t+1} \indep X_{b,t+2} | X^t$.

Because of this result, we will call the path diagram associated with a process $X$ also the *Granger causality graph* of $X$. We note that in the more general case of non-linear non-Gaussian processes $X$, the definition of such graphs is entirely based on the concept of Granger causality. For details we refer to Eichler (2011).

### 3.3 Markov properties for Granger causality graphs

Under the assumptions imposed on the process $X_V$, more general Granger-causal relationships than those in Lemma 3.4 can be derived from the path diagram associated with $X_V$. This global Markov interpretation is based on a path-oriented concept of separating subsets of vertices in a mixed graph, which has been used previously to represent the Markov properties of linear structural equation systems (e.g. Spirtes et al. 1998, Koster 1999). Following Richardson (2003) we will call this notion of separation in mixed graphs *m*-separation.

More precisely, let $G = (V, E)$ be a mixed graph and $a, b \in V$. A path $\pi$ in $G$ is a sequence $\pi = (e_1, \ldots, e_n)$ of edges $e_i \in E$ with an associated sequence of nodes $v_0, \ldots, v_n$ such that $e_i$ is an edge between $v_{i-1}$ and $v_i$. The vertices $v_0$ and $v_n$ are the endpoints while $v_1, \ldots, v_{n-1}$ are the intermediate vertices of the path. Notice that paths may be self-intersecting since we do not require that the vertices $v_i$ are distinct.

An intermediate vertex $c$ on a path $\pi$ is said to be an *m-collider* on $\pi$ if the edges preceding and succeeding $c$ both have an arrowhead or a dashed tail at $c$ (i.e. $\rightarrow c \leftarrow$, $\rightarrow c \leftrightarrow$, $\leftrightarrow c$); otherwise $c$ is said to be an *m-noncollider* on $\pi$. A path $\pi$ between $a$ and $b$ is said to be *m-connecting* given a set $C$ if

(i) every *m-noncollider* on $\pi$ is not in $C$ and

(ii) every *m-collider* on $\pi$ is in $C$;

otherwise we say that $\pi$ is *m-blocked* given $C$. If all paths between $a$ and $b$ are *m-blocked* given $C$, then $a$ and $b$ are said to be *m-separated* given $C$. Similarly, two
sets $A$ and $B$ are said to be $m$-separated given $C$ if for every pair $a \in A$ and $b \in B$, $a$ and $b$ are $m$-separated given $C$.

With this notion of separation, it can be shown that path diagrams for multivariate time series have a similar Markov interpretation as path diagrams for linear structural equation systems (cf Koster 1999). But since each vertex $v \in V$ corresponds to a complete process $X_v$, separation in the path diagram encodes a conditional independence relation among complete subprocesses of $X_V$.

**Proposition 3.5.** Let $X_V$ be a stationary Gaussian process that satisfies Assumption 3.1, and let $G$ be its path diagram. Then, for all disjoint $A, B, S \subseteq V$,

$$A \not\ni_m B \mid S \text{ in } G \Rightarrow X_A \perp \perp X_B \mid X_S.$$  

Derivation of such conditional independence statements requires that all paths between two sets are $m$-blocked. For the derivation of Granger-causal relationships, it suffices to consider only a subset of these paths, namely those having an arrowhead at one endpoint. For a formal definition, we say that a path $\pi$ between $a$ and $b$ is $b$-pointing if it has an arrowhead at the endpoint $b$; furthermore, a path between sets $A$ and $B$ is said to be $B$-pointing if it is $b$-pointing for some $b \in B$. Then, to establish Granger noncausality from $X_A$ to $X_B$, it suffices to consider only all $B$-pointing paths between $A$ and $B$. Similarly, a graphical condition for contemporaneous correlation can be obtained based on bi-pointing path, which have an arrowhead at both endpoints.

**Definition 3.6.** A stationary Gaussian process $X_V$ is Markov for a graph $G = (V, E)$ if, for all disjoint subsets $A, B, C \subseteq V$, the following two conditions hold:

(i) if every $B$-pointing path between $A$ and $B$ is $m$-blocked given $B \cup C$, then $X_A$ is Granger-noncausal for $X_B$ with respect to $X_{A \cup B \cup C}$;

(ii) if the sets $A$ and $B$ are not connected by an undirected edge ($\sim$) and every bi-pointing path between $A$ and $B$ is $m$-blocked given $A \cup B \cup C$, then $X_A$ and $X_B$ are contemporaneously uncorrelated with respect to $X_{A \cup B \cup C}$.

With this definition, it can be shown that path diagrams for vector autoregressions can be interpreted in terms of such global Granger-causal relationships.

**Theorem 3.7.** Let $X_V$ be a stationary Gaussian process that satisfies Assumption 3.1, and let $G$ be the associated path diagram. Then $X_V$ is Markov for $G$.

## 4. Representation of Systems with Latent Variables

The notion of Granger causality is based on the assumption that all relevant information in included in the analysis (Granger 1969, 1980). It is well known, that the omission of important variables can lead to temporal correlations among the observed components that are falsely detected as causal relationships. The detection of such so-called spurious causalities (Hsiao 1982) becomes a major problem when identifying the structure of systems that may be affected by latent variables.

Of particular interest will be spurious causalities of type I, where a Granger-causal relationship with respect to the complete process vanishes when only a subprocess is considered. Since Granger causality graphs are defined in terms of the pairwise Granger-causal relationships with respect to the complete process, they provide no
means to distinguish such spurious causalities of type I from true causal relationships. To illustrate this remark, we consider the four-dimensional vector autoregressive process $X$ with components

$$X_{1,t} = \alpha X_{4,t-2} + \varepsilon_{1,t}, \quad X_{3,t} = \varepsilon_{3,t}, \quad X_{2,t} = \beta X_{4,t-1} + \gamma X_{3,t-1} + \varepsilon_{2,t}, \quad X_{4,t} = \varepsilon_{4,t},$$

(4.1)

where $\varepsilon_i(t), i = 1, \ldots, 4$ are uncorrelated white noise processes with mean zero and variance one. The true dynamic structure of the process is shown in Fig. 4.1(a). In this graph, the 1-pointing path $3 \rightarrow 2 \leftarrow 4 \rightarrow 1$ is $m$-connecting given $S = \{2\}$, but not given the empty set. By Theorem 3.7, we conclude that $X_3$ is Granger-noncausal for $X_1$ in a bivariate analysis, but not necessarily in an analysis based on $X_{\{1,2,3\}}$.

Now suppose that variable $X_4$ is latent. Simple derivations show (cf Eichler 2005) that the autoregressive representation of $X_{\{1,2,3\}}$ is given by

$$X_{1,t} = \alpha \beta \frac{X_2,t-1}{1 + \beta^2} X_{2,t-1} + \alpha \beta \gamma \frac{X_3,t-2}{1 + \beta^2} X_{3,t-2} + \tilde{\varepsilon}_{1,t},$$

$$X_{2,t} = \gamma X_{3,t-1} + \tilde{\varepsilon}_{2,t},$$

$$X_{3,t} = \varepsilon_{3,t},$$

where $\tilde{\varepsilon}_{2,t} = \varepsilon_{2,t} + \beta X_{4,t-1}$ and

$$\tilde{\varepsilon}_{1,t} = \varepsilon_{1,t} - \frac{\alpha \beta}{1 + \beta^2} \varepsilon_{2,t-1} - \frac{\alpha}{1 + \beta^2} X_{4,t-2}.$$

The path diagram associated with $X_{\{1,2,3\}}$ is depicted in Fig. 4.1(b). In contrast to the graph in Fig. 4.1(a), this path diagram contains an edge $3 \rightarrow 1$ and, thus, does not entail that $X_3$ is Granger-noncausal for $X_1$ in a bivariate analysis.

As a response to such situations, two approaches have been considered in the literature. One approach suggests to include all latent variables explicitly as additional nodes in the graph (e.g., Pearl 2000, Eichler 2007); this leads to models with hidden variables, which can be estimated, for example, by application of the EM algorithm (e.g., Boyen et al. 1999). For a list of possible problems with this approach, we refer to Richardson and Spirtes (2002, §1).

The alternative approach focuses on the conditional independence relations among the observed variables; examples of this approach include linear structural equations with correlated errors (e.g. Pearl 1995, Koster 1999) and the maximal ancestral graphs by Richardson and Spirtes (2002). In the time series setting, this approach has been discussed by Eichler (2005), who considered path diagrams in which dashed

![Figure 4.1](image-url). Graphical representations of the four-dimensional VAR(2) process in (4.1): (a) path diagram associated with $X_{\{1,2,3,4\}}$; (b) path diagram associated with $X_{\{1,2,3\}}$; (c) general path diagram for $X_{\{1,2,3\}}$. 
edges represent associations due to latent variables. For the trivariate subprocess $X_{1,2,3}$ in the above example, such a path diagram is depicted in Fig. 4.1(c).

Following this latter approach, we consider mixed graphs that may contain three types of edges, namely undirected edges (\(-\rightarrow\)), directed edges (\(\rightarrow\)), and dashed directed edges (\(-\rightarrow\)). For the sake of simplicity, we also use $a \leftrightarrow b$ as an abbreviation for the triple edge $a \rightarrow_{\pi} b$. Unlike path diagrams for autoregressions, these graphs in general are not defined in terms of pairwise Granger-causal relationships, but only through the global Markov interpretation according to Definition 3.6. To this end, we simply extend the concept of $m$-separation introduced in the previous section by adapting the definition of $m$-noncolliders and $m$-colliders. Let $\pi$ be a path in a mixed graph $G$. Then an intermediate vertex $n$ is called an $m$-noncollider on $\pi$ if at least one of the edges preceding and succeeding $c$ on the path is a directed edge (\(\rightarrow\)) and has its tail at $c$. Otherwise, $c$ is called an $m$-collider on $\pi$. With this extension, we leave all other definition such as $m$-separation or pointing paths unchanged.

### 4.1. Marginalization

The main difference between the class of mixed graphs with directed (\(\rightarrow\)) and undirected (\(-\rightarrow\)) edges and the more general class of mixed graphs that has been just introduced is that the latter class is closed under marginalization. This property makes it suitable for representing systems with latent variables.

Let $G = (V, E)$ be a mixed graph and $i \in V$. For every subpath $\pi = \langle e_1, e_2 \rangle$ of length 2 between vertices $a, b \in V \setminus \{i\}$ such that $i$ as an intermediate vertex and an $m$-noncollider on $\pi$, we define an edge $e_\pi$ according to Tab. 4.1. Let $A^{(i)}$ the set of all such edges $e_\pi$. Furthermore, let $E^{(i)}$ be the subset of edges in $E$ that have both endpoints in $V \setminus \{i\}$. Then we define $G^{(i)} = (V \setminus \{i\}, E^{(i)} \cup A^{(i)})$ as the graph obtained by marginalizing over $\{i\}$. Furthermore, for $L = \{i_1, \ldots, i_n\}$ we set $G^L = ((G^{(i_1)})^{(i_2)} \cdots )^{(i_n)}$, that is, we proceed iteratively by marginalizing over $i_j$, for $j = 1, \ldots, n$. Similarly as in Koster (1999), it can be shown that the order of the vertices does not matter and that the graph $G^L$ is indeed well defined.

We note that the graph $G^L$ obtained by marginalizing over the set $L$ in general contains self-loops. Simple considerations, however, show that $G^L$ is Markov-equivalent to a graph $G^L$ with all subpaths of the form $a \rightarrow_{\pi} b \rightarrow_{\pi} b$ and $a \leftrightarrow b \leftrightarrow b$ replaced by $a \rightarrow_{\pi} b$ and $a \leftrightarrow b$, respectively, and all self-loops deleted. It therefore suffices to consider mixed graphs without self-loops. We omit the details.

Now suppose that, for some subsets $A, B, C \subseteq V \setminus L$, $\pi$ is an $m$-connecting path between $A$ and $B$ given $S$. Then all intermediate vertices on $\pi$ that are in $L$ must be $m$-noncolliders. Removing these vertices according to Table 4.1, we obtain a path

<table>
<thead>
<tr>
<th>Subpath $\pi$ in $G$</th>
<th>Associated edge $e_\pi$ in $G^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a \rightarrow i \rightarrow b$</td>
<td>$a \rightarrow b$</td>
</tr>
<tr>
<td>$a \rightarrow i \rightarrow b$</td>
<td>$a \rightarrow b$</td>
</tr>
<tr>
<td>$a \rightarrow i \rightarrow b$</td>
<td>$a \rightarrow b$</td>
</tr>
<tr>
<td>$a \leftrightarrow i \rightarrow b$</td>
<td>$a \leftrightarrow b$</td>
</tr>
<tr>
<td>$a \leftrightarrow i \rightarrow b$</td>
<td>$a \leftrightarrow b$</td>
</tr>
</tbody>
</table>

Table 4.1. Creation of edges by marginalizing over $i$. 
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\[ \pi' \text{ in } G^L \text{ that is still } m\text{-connecting. Since the converse is also true, we obtain the following result.} \]

**Proposition 4.1.** Let \( G = (V, E) \) be a mixed graph, and \( L \subseteq V \). Then it holds that, for all distinct \( a, b \in V \setminus L \) and all \( C \subseteq V \setminus L \), every path between \( a \) and \( b \) in \( G \) is \( m \)-blocked given \( C \) if and only if the same is true for the paths in \( G^L \). Furthermore, the same equivalence holds for all pointing path and for all bi-pointing paths.

It follows that, if a process \( X_V \) is Markov for a graph \( G \), the subprocess \( X_{V \setminus L} \) is Markov for \( G^L \), which encodes all relationships about \( X_{V \setminus L} \) that are also encoded in \( G \).

We note that insertion of edges according to Tab. 4.1 is sufficient but not always necessary for representing the relations in the subprocess \( X_{V \setminus L} \). This applies in particular to the last two cases in Tab. 4.1. For an example, we consider again the process (4.1) with associated path diagram in Fig. 4.1(a). By Tab. 4.1, the subpath \( 1 \leftarrow 4 \rightarrow 2 \) should be replaced by \( 1 \leftrightarrow 2 \), which suggests that \( X_1 \) Granger-causes \( X_2 \) (as does the path \( 1 \leftarrow 4 \rightarrow 2 \) in the original path diagram), while in fact the structure can be represented by the graph in Fig. 4.1(c).

### 4.2. Ancestral graphs

For systems with latent variables, the set of Granger-causal relationships and contemporaneous independencies that hold for the observed process does not uniquely determine a graphical representation within the class of general path diagrams. As an example, Fig. 4.2 displays two graphs that are Markov equivalent, that is, they encode the same set of Granger-causal and contemporaneous independence relations among the variables. Therefore, the corresponding graphical models—models that obey the conditional independence constraints imposed by the graph—are statistically indistinguishable. This suggests to choose one unique representative for each Markov equivalence class and to restrict model selection to these.

Following Richardson and Spirtes (2002), one suitable choice are maximal ancestral graphs. For vertices \( a, b \in V \), we say that \( a \) is an ancestor of \( b \) if \( a = b \) or there exists a directed path \( a \rightarrow \ldots \rightarrow b \) in \( G \). The set of ancestors of \( b \) is denoted by \( \text{an}(b) \). Then \( G = (V, E) \) is an ancestral graph if

\[
a \in \text{an}(b) \Rightarrow a \rightarrow b \notin E. \tag{4.2}
\]

for all distinct \( a, b \in V \). We note that, in contrast to Richardson and Spirtes (2002), we do not require acyclicity (which is hidden in the time ordering). Furthermore, an ancestral graph \( G \) is maximal if addition of further edges changes the independence models; for details, we refer to Richardson and Spirtes (2002).
5. Identification of Causal Effects

Suppose that we are interested in studying the causal effect of an intervention in $X$ on future instances of $Y$. As we want to be sure about the effect of the intervention before actually intervening, the effect must be predicted from data obtained under the observational regime.

Following the definition of causal effects in section 2.1, let $Z$ be a set of other relevant variables such that the process $V = (X, Y, Z)$ satisfies the stability assumptions (I1) to (I4). For simplicity, we consider the case of a simple intervention, that is, an intervention in one variable at a single point in time. Then, using the law of iterated expectation, the ACE can be written as

$$\text{ACE}_s = \mathbb{E}_s \mathbb{E}_a \mathbb{E}_a (Y_{t+h} | X^t, Y^t, Z^t) | X^{t-1}, Y^t, Z^t.$$ 

Noting that under the simplifying assumptions conditions (2.1) and (2.2) hold, we can use invariance under change of regime to get

$$\text{ACE}_s = \mathbb{E}_0 \mathbb{E}_a \mathbb{E}_a (Y_{t+h} | X^t, Y^t, Z^t) | X^{t-1}, Y^t, Z^t.$$ 

If the full process $V$ is observable, the causal effect can be estimated from data. For instance, if $V$ is a Gaussian stationary process, the causal effect of setting $X_t$ to $x^*$ on $Y_t$ is given by the corresponding coefficient in a linear regression of $Y_t$ on $V_t$.

The problem is that usually not all variables that are deemed as relevant and included in $Z$ are observable. Therefore, suppose that only the subprocess $\tilde{Z}$ of $Z$ is observed. In case that the desired intervention is conditional as in Definition 2.1 (iii) and (iv), we assume that the conditioning set $C$ is a subset of the variable in $(X, Y, \tilde{Z})$. The following result states sufficient conditions under which the above derivation of the ACE with $Z$ replaced by $\tilde{Z}$ continues to hold. This so-called back-door criterion has been established first by Eichler and Didelez (2007) and reflects what is known in epidemiology as adjusting for confounding. The name is due to the graphical way of checking this criterion. For a more detailed discussion including proofs of the presented results, we refer to Eichler and Didelez (2010) as well as to the related material in Chapters 3 and 8 of this book.

**Theorem 5.1 (Back-door criterion).** Suppose that the process $V = (X, Y, Z)$ satisfies assumptions (2.1) and (2.2) hold and that for some $S \subseteq Z$

$$Y_{t+h} \perp \perp \sigma_t | X^t, Y^t, S^t$$  \hspace{1cm} (5.1)

for all $h > 0$. Then $\tilde{V} = (X, Y, S)$ identifies the effect of $\sigma_t = s$ on $Y_{t+h}$ for all $h > 0$, and the average causal effect $\text{ACE}_s$ is given by

$$\mathbb{E}_a Y_{t+h} = \mathbb{E}_0 \mathbb{E}_a \mathbb{E}_a (Y_{t+h} | X^t, Y^t, S^t) | X^{t-1}, Y^t, S^t.$$ \hspace{1cm} (5.2)

In (5.2) we can estimate $\mathbb{E}_0 (Y_{t+h} | X^t, Y^t, S^t)$ from observational data, while the second expectation is with respect to the interventional distribution, which is fully known. The outer expectation is again observational. Hence, provided that $(X, Y, S)$ has been observed, we can use the above to estimate the causal effect ignoring any variables that are in $Z$ but not in $S$. Dawid (2002) calls such a set $(X, Y, S)$ “sufficient covariates” or “unconfounder” (see also Chapter Dawid 2011). Note that under the stability assumptions, $V = (X, Y, Z)$ always identifies the causal effect due to condition (2.2). In this sense we could say that the whole system $V$ contains all “relevant” variables or components to identify an individual causal effect of $X_t$ on
Y_{t+h}. Note, however, that if an intervention in a different variable $\tilde{X}$ is considered, a different system $\tilde{V}$ might be required to justify the stability assumptions with respect to this intervention.

In the case of ordinary multivariate distribution, the back-door criterion has an intuitive graphical representation which yields Using these graphs or path diagrams, we devise graphical rules to check if a set $S \subset V$ exists that satisfies the back-door or front-door criteria. This will provide us with further interesting insights into the relation between Granger-causality and intervention causality.

**Theorem 5.2 (Back-door criterion).** Consider a multivariate time series $X_V$ that obeys the global Markov properties for a graph $G$. Furthermore, assume that $a$ is an ancestor of $b$ ($a \in an(b)$).

(i) Assumption (5.1) of Theorem 5.1 is satisfied if all $an(b)$-pointing back-door paths between $a$ and $an(b)$ are $m$-blocked given $S$.

(ii) The minimal set $S$ satisfying (i) is given by $S = \{a, b\} \cup pa(a) \cup D$, where $D$ is the set of all nodes $v$ such that there is a back-door path from node $a$ to $v$ for which all intermediate nodes are $m$-colliders and all intermediate nodes as well as $v$ itself are ancestors of $b$.

The following example illustrates the application of the graphical back-door criterion. A more complex example with sequential interventions can be found in Eichler and Didelez (2010).

**Example 5.3.** Consider the following trivariate Gaussian process $X$ with

\[
X_{1,t} = \alpha_1 Z_{t-2} + \beta_{12} X_{2,t-1} + \varepsilon_{1,t},
\]
\[
X_{2,t} = \alpha_2 Z_{t-1} + \beta_{23} X_{3,t-1} + \varepsilon_{2,t},
\]
\[
X_{3,t} = \beta_{32} X_{2,t-1} + \varepsilon_{3,t},
\]

where $Z$ and $\varepsilon_i$, $i = 1, 2, 3$, are independent Gaussian white noise processes with mean 0 and variance $\sigma^2$. The corresponding graph is shown in Figure 5.1.

Now suppose that we are interested in the effect of an intervention $s$ setting $X_{3,t}$ to $x^*_3$ on $X_{1,t+2}$. If both $X$ and $Z$ have been observed, the equations for the full model immediately yield

\[
E_s X_{1,t+2} = \beta_{12}\beta_{23} x^*_3.
\]

If only $X$ has been observed while the process $Z$ takes the role of an unobserved variable, the ACE can be still computed. First, straightforward calculations show
that $X$ has the autoregressive representation

$$X_{1,t} = \left( \frac{\alpha_1 \alpha_2}{1 + \alpha_2^2} + \beta_{12} \right) X_{2,t-1} - \frac{\alpha_1 \alpha_2 \beta_{23}}{1 + \alpha_2^2} X_{3,t-2} + \tilde{\epsilon}_{1,t},$$

$$X_{2,t} = \beta_{23} X_{3,t-1} + \tilde{\epsilon}_{2,t},$$

$$X_{3,t} = \beta_{32} X_{2,t-1} + \tilde{\epsilon}_{3,t},$$

where $\tilde{\epsilon}_i, i = 1, 2, 3$, are again independent zero mean Gaussian white noise processes and independent of the other $X$ components. To apply the back-door criterion in Theorem 5.2, we note that in Figure 5.1 every pointing back-door path between 3 and some other node $v$ is bi-pointing starting with the edge $3 \leftarrow 2$ and hence is $m$-blocked given $S = \{1, 2, 3\}$ because 2 is a noncollider. Thus, $S$ identifies the effect of $X_{3,t}$ on $X_{1,t+2}$ and the average causal effect can be obtained from the above autoregressive representation of $X$ as

$$E_s X_{1,t+2} = \phi^{(2)}_{13} (1) = \phi_{12}(1) \phi_{23}(1) + \phi_{13}(2) = \beta_{12} \beta_{23} x^*_3.$$

Similarly, the example also shows that the effect of $X_{3,t}$ on $X_{1,t+2}$ is not identified if $Z$ instead of $X_2$ is observed as there exists a back-door path $3 \leftarrow 2 \rightarrow 1$ that is not blocked by $z$.

We close our discussion of the identification of causal effects by an example that points out some limitation of the theory due to serial correlation usually present in time series.

**Example 5.4.** Consider a four-dimensional autoregressive process of the form

$$X_{1,t} = \phi_{11} X_{1,t-1} + \phi_{12} X_{2,t-1} + \varepsilon_{1,t},$$

$$X_{2,t} = \phi_{22} X_{2,t-1} + \varepsilon_{2,t},$$

$$X_{3,t} = \phi_{32} X_{2,t-1} + \phi_{33} X_{3,t-1} + \varepsilon_{3,t},$$

$$X_{4,t} = \phi_{41} X_{1,t-1} + \phi_{43} X_{3,t-1} + \phi_{44} X_{4,t-1} + \varepsilon_{4,t},$$

where $(\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4)$ is a Gaussian white noise process with mean zero and covariance matrix $\sigma^2 I$. The path diagram is shown in Figure 5.2(a).

Suppose that we are interested in the effect of an intervention $s$ setting $X_{1,t}$ to $x^*$ on $X_{4,t+2}$. If all variables are observed, the causal effect of $X_{1,t}$ on $X_{4,t+2}$ is identified and given by

$$E_s X_{4,t+2} = (\phi_{41} \phi_{11} + \phi_{44} \phi_{41}) x^*.$$

Similarly, knowledge of $X_2$ is sufficient for identification of the causal effect as every back-door path is $m$-blocked given $S = \{1, 2, 4\}$. In contrast, knowledge of only $(X_1, X_3, X_4)$ is not sufficient as the path $1 \leftarrow 2 \rightarrow 1 \rightarrow 4$ is unblocked.

To understand why this path induces a confounding association between $X_{1,t}$ and $X_{4,t+2}$, we consider explicitly the instances at the relevant points in time along the path. Thus, the above path $1 \leftarrow 2 \rightarrow 1 \rightarrow 4$ corresponds to the path

$$X_{1,t} \leftarrow X_{2,t-1} \rightarrow X_{2,t+1} \rightarrow X_{1,t+1} \rightarrow X_{4,t+2}.$$

The problem is that every variable that directly influences a variable of interest acts as a confounder from this variable of interest to other variables due to serial correlation.

The problem can be resolved if additional information about the process constraints the dynamic dependence structure further. For example, if $\phi_{22} = 0$ for the
above process $X$, the causal effect of $X_{1,t}$ on $X_{4,t+1}$ is identified by $(X_1, X_3, X_4)$. However, a graphical criterion for identifiability must be based on the full time series chain graph depicted in Figure 5.2(b) as the Granger causality graph cannot encode such additional specific constraints.

### 6. Learning Causal Structures

There are two major approaches for learning causal structures: One approach utilizes constraint-based search algorithms such as the Fast Causal Inference (FCI) algorithm (Spirtes et al. 2001) while the other consists of score-based model selection. Both approaches have been adapted to the time series case (Eichler 2009, 2010). In this and the next section, we briefly discuss the two approaches.

The first approach requires as input the set of all Granger-non causal relations and contemporaneous independences that hold for the process. Usually, this will be accomplished by fitting vector autoregressions to all subseries $X_S$ of $X_V$. Then the constraint-based search tries to find a graph that matches the empirically determined conditional independences. It usually consists of two steps:

1. identification of adjacencies of the graph;
2. identification of the type and the orientation of edges whenever possible.

In the case of ancestral graphs, the first step makes use of the fact that for every ancestral graph there exists a unique Markov-equivalent maximal ancestral graph (MAG), in which every missing edge corresponds to a conditional independence relation among the variables. Here an ancestral graph $G$ is said to be maximal if addition of further edges would change the Markov equivalence class. MAGs are closely related to the concept of inducing paths; in fact, Richardson and Spirtes (2002) used inducing paths to define MAGs and then showed the maximality property.

**Definition 6.1.** In a (dynamic) ancestral graph, a path $\pi$ between two vertices $a$ and $b$ is called an inducing path if every intermediate vertex on $\pi$ is, firstly, a collider on $\pi$ and, secondly, an ancestor of $a$ or $b$.

Figures 6.1(a,b) give two examples of dynamic ancestral graphs, in which $2 \rightarrow 3 \rightarrow 4$ resp. $2 \rightarrow 3 \rightarrow 4$ are inducing 4-pointing paths. The graph in (b) shows that—unlike in the case of ordinary ancestral graphs—inducing paths may start with a tail at one of two vertices. As a consequence, insertion of an edge $2 \rightarrow 4$ or $2 \rightarrow 4$ changes the encoded Granger-causal relationships: while the upper graph implies that $X_1$ is Granger-noncausal for $X_4$ with respect to $X_{\{1,2,3,4\}}$, this is not
true for the lower graph. It follows that the method used for identifying adjacencies
in ordinary MAGs does not apply to dynamic ancestral graphs.

The problem can be solved by observing that \( m \)-connecting pointing
paths not only encode Granger-causal relationships but, depending on whether they
start with \( a \rightarrow c \) or \( a \rightarrow \leftarrow c \), also a related type of conditional
independencies. More precisely, we have the following result.

**Proposition 6.2.** Suppose that \( a \) and \( b \) are not connected by an edge
\( a \rightarrow b \) or \( a \rightarrow \leftarrow b \) or by a \( b \)-pointing inducing path
starting with \( a \rightarrow \leftarrow c \), \( a \rightarrow \leftarrow \leftarrow c \), or \( a \rightarrow \leftarrow \leftarrow \leftarrow c \).

Then there exist disjoint subsets \( S_1, S_2 \) with \( b \in S_1 \) and \( a \not\in S_1 \cup S_2 \) such that
\[
X_{a,t-k} \perp \perp X_{b,t+1} \mid X_{S_1}, X_{S_2}^{t-k}, X_{a,t-k-1}^{t-k-1}
\]
for all \( k \in \mathbb{N} \) and all \( t \in \mathbb{Z} \).

The proof is based on the fact that inducing paths starting with an edge
\( a \rightarrow c \) or \( a \rightarrow c \) only induce an association between \( X_{a,t-k} \) and \( X_{b,t+1} \)
if one conditions on \( X_{c,t-k+1}, \ldots, X_{c,t} \). To block any other paths, we set
\( S_2 \) to be the set of all intermediate vertices on all \( b \)-pointing inducing
paths connecting \( a \) and \( b \), and \( S_1 \) to be the set of all ancestors of \( a \) and \( b \) except \( a \) and \( S_2 \).

This leads us to the following algorithm for the identification of the Markov equivalent
classes of dynamic ancestral graphs. Here, we use dotted directed edges \( \leftarrow \)
to indicate that the tail of the directed edge is (yet) undetermined.

**Identification of adjacencies:**

1. insert \( a \leftarrow \leftarrow b \) whenever \( X_a \) and \( X_b \) are not contemporaneously independent
   with respect to \( X_V \);
2. insert \( a \leftarrow \rightarrow b \) whenever
   (i) \( X_a \) Granger-causes \( X_b \) with respect to \( X_S \) for all \( S \subseteq V \) with \( a, b \in S \) and
   (ii) \( X_{a,t-k} \) and \( X_{b,t+1} \) are not conditionally independent given \( X_S^{t}, X_{S_2}^{t-k}, X_{a,t-k-1}^{t-k-1} \)
   for some \( k \in \mathbb{N} \), all \( t \in \mathbb{Z} \), and all disjoint \( S_1, S_2 \subseteq V \) with \( b \in S_1 \) and
   \( a \not\in S_1 \cup S_2 \).

**Identification of tails:**

1. **Colliders:**
   Suppose that \( G \) does not contain \( a \leftarrow \rightarrow b \), \( a \rightarrow b \), or \( a \rightarrow \rightarrow b \).
   If \( a \leftarrow \rightarrow c \leftarrow \rightarrow b \) and \( X_a \) is Granger-noncausal for \( X_b \) with respect to \( X_S \) for some set \( S \) with \( c \not\in S \),
   replace \( c \leftarrow \rightarrow b \) by \( c \rightarrow b \).
2. **Non-colliders:**
   Suppose that \( G \) does not contain \( a \leftarrow \rightarrow b \), \( a \rightarrow b \), or \( a \rightarrow \rightarrow b \).
   If \( a \leftarrow \rightarrow c \leftarrow \rightarrow b \) and
$X_a$ is Granger-noncausal for $X_b$ with respect to $X_S$ for some set $S$ with $c \in S$, replace $c\rightarrow b$ by $c \rightarrow b$.

3. **Ancestors:**
   if $a \in \text{an}(b)$ replace $a \rightarrow b$ by $a \rightarrow b$;

4. **Discriminating paths:**
   A fourth rule is based on the concept of discriminating paths. For details, we refer to Ali et al. (2004).

We note that in contrast to the case of ordinary ancestral graphs only the tails of the dotted directed edges need to be identified. The positions of the arrow heads are determined by the time ordering of the Granger-causal relationships. The above algorithm probably can be complemented by further rules, see also Zhang and Spirtes (2005).

To illustrate the identification algorithm, we consider the graphs in Fig. 6.2. The original general path diagram is depicted in (a). Since 4 is an ancestor of 5, this graph is not ancestral. The adjacencies determined by the algorithm are shown in (b). Since $X_1$ does not Granger-cause $X_5$ with respect to $X_V$, we find that 2 and 5 are connected by $2 \rightarrow 5$. Similarly, $X_3$ is Granger-noncausal for $X_2$ with respect to $X_{\{2,3,4\}}$, which implies that the graph contains also the edge $4 \rightarrow 2$. No further tails can be identified; the final graph is given in (c).

### 7. A new parametric model

The second major approach for identifying causal structures requires fitting suitable constraint models that are Markov with respect to a given path diagram to the data. Searching over all possible path diagrams, the fit is evaluated by a model selection criterion such as AIC or BIC. The path diagram with the lowest score is taken as an estimate of the true causal structure.

In the case of simple path diagrams with no dashed directed edges, Definition 3.3 states the constraints that are required for the model being Markov with respect to the graph. In particular, we note that the undirected edges in the path diagram correspond to dependences in the innovation process $\varepsilon$. Eichler (2010) showed that by allowing correlations between lagged instances of the innovation process $\varepsilon$ dashed directed edges can be incorporated into the framework of graphical vector autoregressive models.
More precisely, we consider multivariate stationary Gaussian processes \( X = X_V \) that are given by

\[
X_t = \sum_{u=1}^{p} \Phi(u) X_{t-u} + \varepsilon_t, \quad (7.1)
\]

where \( \varepsilon = \varepsilon_V \) is a stationary Gaussian process with mean zero and covariances

\[
\text{cov} (\varepsilon_t, \varepsilon_{t-u}) = \begin{cases} 
\Omega(u) & \text{if } |u| \leq q \\
0 & \text{otherwise}
\end{cases} \quad (7.2)
\]

for some \( q \in \mathbb{N} \). The distribution of these processes can be parametrized by the vector \( \theta = (\phi, \omega) \) with

\[
\phi = \text{vec}(\Phi(1), \ldots, \Phi(p))
\]

and

\[
\omega = \begin{pmatrix}
\text{vech} \Omega(0) \\
\text{vec} \left( \Omega(1), \ldots, \Omega(q) \right)
\end{pmatrix},
\]

where as usual the vec operator stacks the columns of a matrix and the vech operator stacks only the elements contained in the lower triangular submatrix. The parameter \( \phi \) corresponds to the autoregressive structure of the process \( X \) while \( \omega \) parametrizes the dependence structure of the innovation process \( \varepsilon \). The following result states that suitable zero constraints on the parameters \( \phi \) and \( \omega \) ensure that the model is Markov with respect to a given mixed graph \( G \).

**Theorem 7.1.** Let \( X = X_V \) be a stationary Gaussian process of the form (7.1) and (7.2), and suppose that Assumption 3.1 holds. Furthermore, let \( G = (V, E) \) be a mixed graph such that the model parameters \( \phi \) and \( \omega \) satisfy the following constraints:

(i) if \( a \rightarrow b \notin E \) then \( \Phi_{ba}(u) = 0 \) for all \( u > 0 \);
(ii) if \( a \rightarrow b \notin E \) then \( \Omega_{ba}(u) = 0 \) for all \( u > 0 \);
(iii) if \( a \rightarrow b \notin E \) then \( \Omega_{ba}(0) = \Omega_{ab}(0) = 0 \).

Then \( X \) is Markov for \( G \).

Sufficient conditions for \( X \) to satisfy Assumption 3.1 can be formulated in terms of the parameters \( \phi \) and \( \omega \). For this, let \( \Phi(z) = I - \Phi(1) z - \ldots - \Phi(p) z^p \) the characteristic polynomial of the autoregressive part of \( X \), and let \( g_\omega(\lambda) \) be the spectral matrix of \( \varepsilon \). Then, if \( \det \Phi(z) \neq 0 \) for all \( z \in \mathbb{C} \) such that \( |z| \leq 1 \) and the eigenvalues of \( g_\omega(\lambda) \) are bounded and bounded away from zero uniformly for all \( \lambda \in [-\pi, \pi] \), Assumption 3.1 holds for the process \( X \). For details on this and the proof of the above result we refer to Eichler (2010).

Autoregressive models with an innovation process having correlation structure of the form (7.2) are uncommon in time series analysis. However, it has been shown by Eichler (2010) that models of this form can be viewed as graphical multivariate ARMA models that satisfy the conditional independence constraints encoded by general path diagrams. We note that under the assumptions the error process \( \varepsilon \) has a moving average representation. Since the covariance function \( \Omega(u) \) vanishes for \( |u| > q \), it follows that the moving average representation is of order \( q \) and we have

\[
\varepsilon_t = \sum_{u=0}^{q} \Theta(u) \eta_{t-u},
\]
where $\Theta(0) = I$ and $\eta$ is a Gaussian white noise process with mean zero and covariance matrix $\Sigma$. The coefficients of this moving average representation are uniquely determined by the equation system

$$
\Omega(v) = \sum_{u=0}^{q-v} \Theta(u)' \Sigma \Theta(u + v),
$$

which can be iteratively solved for $\Theta(u)$ and $\Sigma$ (Tunnicliffe Wilson 1972). It follows that the process $X$ can be represented as a multivariate ARMA($p$, $q$) process

$$
X_t = \sum_{u=1}^{p} \Phi(u) X_{t-u} + \sum_{u=0}^{q} \Theta(u) \eta_{t-u}.
$$

We note that, because of (7.3), the zero constraints on the matrices $\Omega(u)$ do not translate into equally simple constraints on the parameters $\Theta(1), \ldots, \Theta(q)$ and $\Sigma$.

8. Concluding remarks

In time series analysis, inference about causal relationships is still predominantly based on the concept of Granger causality as it can be simply formulated and tested in many standard time series models. Nevertheless, Granger causality has always been criticised as being not a true notion of causality due to the fact that it can lead to spurious causalities when confounding variables are not included in the analysis.

In this chapter, we have pointed out the usefulness of Granger causality as an empirical concept for causal inference by reviewing recent results that link the traditional concept of Granger causality to the modern graph-based approach to causality. Here it is helpful to distinguish between the theoretical notion of Granger causality as originally defined by Granger (1969, 1980, 1988) and its various empirical versions which are usually referred to as “Granger causality”. As Granger (2003) stated himself, these empirical versions should be seen as implications of Granger causality and not mistaken as the definition itself.

With this in mind, we have compared four definitions of causality, namely intervention, direct structural, Granger, and Sims causality used in the context of time series. We found that all four concepts are closely related and differ only in whether they are concerned with the total or only the direct causal effect. The subtle differences that do exist we think are not of practical relevance.

Although Granger causality does not require a scientific model—that is, no preknowledge about the system to analysed—it is limited in its scope by the statistical model used for the empirical analysis. The traditional framework to study Granger causality are vector autoregressive models (cf Eichler 2005, 2006). As a consequence, only linear relationships are covered by the model and any nonlinear cause-effect relationship might stay undetected. Although there exist general tests for nonlinear Granger causality that are based on nonparametric estimation methods (e.g. Su and White 2007, Bouezmarni et al. 2009, Huang 2009, Marinazzo et al. 2011) applying this on large scale systems usually is not feasible. Inference can be greatly facilitated if additional background knowledge about the system can be incorporated in the model. As an example, we mention the recent article by Valdes-Sosa et al. (2011), which lists various complex state-space models used for causal inference from brain-imaging data.

An important topic that we have not raised in our discussion is model uncertainty. The score-based approach yields a single model—specified by a path diagram—that
minimizes some model selection criterion, but at the same time there are other models that have only a slightly larger score and therefore should be deemed competitive. Such models usually do not give a significantly worse fit if tested by an appropriate test (e.g. Vuong 1989). One possible solution to this model uncertainty could be model averaging but it is not immediately clear how to “average” path diagrams and how to draw conclusions from such an averaged path diagram. In the constraint-based approach, model uncertainty enters through the set of Granger noncausality statements that serve as an input to the identification algorithm. As the set of statements is determined by a multitude of statistical tests, the empirical set deviates from the true set of statements that hold for the process. The uncertainty introduced in this way in the identification algorithm has been so far neglected.

Finally, we note that there is no reason to restrict the discussion to time-discrete stochastic processes. Indeed, Comte and Renault (1996) and Florens and Fougère (1996) extended the notion of Granger causality to time-continuous processes. Closely related to these definitions is the notion of local independence introduced earlier by Schweder (1970) and Aalen (1987) and used by Didelez (2008) to define graphical models for marked point processes and by Commenges and Gégout-Petit (2009) for causal inference.
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